NH
S .
T journal of ]
-- statistical planning
= Journal of Statistical Planning and andinference
ELSEVIER Inference 101 (2002) 203-210 —
www.elsevier.com/locate/jspi

On reaching head-to-tail ratios for balanced and unbalanced
coins

Tamas Lengyel
Department of Mathematics, Occidental College, 1600 Campus Road, Los Angeles, CA 90041, USA

Received 10 November 1998; received in revised form 30 June 1999

Abstract

Given a coin with head-to-tail probability ratio 1 to A with integer 4 > 1. Let T denote the
time it takes to reach the head-to-tail ratio » =q/(Aq + m). We prove that the limit probability
P(T < o0) of ever reaching this ratio » is (A + 1)/(m + 2+ 1), as ¢ — oo and ¢ and m
are co-primes. Asymptotic results for the conditional expected time E(7 | T < oo) and standard
deviation o(T | T < oo) are also derived. A surprising aspect of the results is that these quantities
are not continuous functions of the ratio ». (©) 2002 Published by Elsevier Science B.V.
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1. Introduction

We flip a coin. Let X and Y denote the number of heads and tails, respectively.
For a balanced coin, it is well known that the probability of ever visiting the line
Y=X —m is 1| for any integer m. For instance, if the line is reached when ¥ =» and
X =n+ m then the probability of this happening is P(Y =X —m=n) :(2":'” )/22m+m,
It follows that the probability that the line ¥ =X — m is ever reached is 1 (Feller,
1968). In fact, by binomial identities (Graham et al., 1994) we obtain

w [2 VT
Um(x):Z< n+m>x2”+’"=<l 21x 4x2) /\/1—4x2

n=0 n

for |x| < % The generating function for the first return to equilibrium is F(x)=
1 — /1 —4x2. Hence, we get U, (x)(1 — F(x))=((1 — V1 — 4x2)/2x)™ for the gene-

rating function of the first passage through m > 0. In particular, if x:%
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then this yields that the line Y =X — m will be reached with probability 1 for every
finite integer m. Apparently, we can also derive the probability generating function,
Amnm(x), of the probability of the first passage through m > 0 occurring at flip » when
the coin shows heads with probability /# in a more direct way by applying the Catalan
generating function C(x)=(1 — /1 —4x)/2x. In fact, 4,(x)= (hx)"C"(h(1 — h)x?)
holds, and it follows that

n
’: ntm h(n+m)/2(1 _ h)(n—m)/Z
2

is the coefficient of x",n > 0.

We might as well be interested in calculating the probability of reaching a given
ratio instead of a difference. Of course, the probability of reaching ratio one (i.e., a
difference of m=0) is 1 for a balanced coin although the expected number of flips
needed is infinite (Feller, 1968).

We study the probability of ever reaching a given (accumulated) head-to-tail ratio,
q/p, different from 1 and given in lowest terms. We can assume that ¢ < p as the
ratios ¢/p and p/q can be reached with the same probability for a balanced coin. We
set h=1, r=p+gq and u(p,q)= Z;ﬁl(;’; )2~". The probability of ever reaching the
ratio g/p is w(p,q)=1—1/(1 + u(p,q)). Let gcd(g,m) denote the greatest common
divisor of the positive integers g and m.

Numerical evidence suggests that the second largest probability of reaching a ratio
is around % showing a gap between 1 and the second largest probability. The limit
probability of reaching the ratio ¢q/(g + m) is 2/(2 + m) as ¢ — oo and ged(g,m)=1
as showed by

Theorem A (Lengyel, 1995). For every fix m = 1, we have lim,_..ow(g + 1, q) = %,
and in general,

2
qlingo w(q +m,q)= Thm

ged(g,m)=1

for a balanced coin.

The proof is based on various approximation methods applied to sums involving
binomial coefficients. A surprising aspect of this result is that the probability of reaching
a given ratio is not a continuous function of the ratio. In fact, we can consider the
ratios ¢/(¢+1) and g/(¢+2), and select a sufficiently large odd ¢. The ratios can be set
arbitrarily close, yet the probabilities of reaching them will stay apart for w(g+1,¢9) ~ %
and w(g +2,9) ~ 3.

For an arbitrary (including an unbalanced) coin let # and t =1 — /& denote the prob-
ability of getting a head and a tail, respectively. The event that the number of tails
equals / times the number of heads is persistent (i.e., its probability is one) if and only
if the head-to-tail probability ratio, 4/t, is equal to 1/4 (Feller, 1968). Accordingly, we
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extend the study of the probability of reaching the ratio g/(Ag 4+ m) for any rational A.
Note that it is sufficient to consider integral values for /.

We extend Theorem A to coins with arbitrary head-to-tail probability ratios in Section
2. Some related problems concerning the time it takes to reach the targeted head-to-tail
ratio are discussed in Section 3. We present a hypergeometric series based approach
to the problems which enables us to do exact calculations in the last section.

2. The case of an arbitrary coin

Theorem A can be extended to unbalanced coins. We set p = Ag + m and determine
the asymptotic behavior of the probability of reaching the ratio ¢/p =¢q/(ig + m) in

Theorem 1. Given a coin with head-to-tail probability ratio 1 to A with integer . = 1.
For every fix integer m = 1, the limit probability of reaching the ratio q/(Aq + m) is
A+ 1)/(m+2+1) as g — oo provided ged(q,m)=1.

Note that this result is in agreement with Theorem A for 1=1, i.e., for a balanced
coin. The discontinuity phenomenon does not disappear but by increasing A the limit
probability approaches 1.

The proof of Theorem 1 is a straightforward generalization of that of Theorem A
(Lengyel, 1995). We set r=g+ p=(4+ 1)g + m and

rn 1 qn ) pn
tn:tn(qama/l): <> <> B
o) 1) i+

and define the function U(x)=1+ Y7, t,x". Note that the condition on gcd(q,m)
plays into the selection of binomial terms. By following Feller (1968), U(x) is closely
related to the probability generating function, F'(x), of the time T it takes to reach the
given ratio ¢/p for the first time by identity

F(x)=1—1/U(x). (1)

(We can think of T that assumes oo when the ratio is never encountered in the course
of a particular sequence of coin flips.) Clearly, we have F(x)= Z:io P(T=n)x" and
thus F(1)=P(T < o0). We study various properties of 7 in Sections 3 and 4. In the
proofs we approximate ¢, to evaluate F(1),F’(1), and F"(1).

Proof of Theorem 1. We give only a sketch of the proof. Interested readers should
consult the proof of Theorem A in Lengyel (1995) for similar details.

The required probability is 1 — 1/(1 + >_°, #,). We use the asymptotic identity
(Comtet, 1974)

((a+b)n> (a+ bY@tz

aan+1/2 bbn+1/2

as n — oo, 2)

an 2nn
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for positive integers a and b. Let ¢;(q,m, A,n) and ¢2(g,m, A, n) denote bounded func-
tions of variables ¢, m, 1, and n. By identity (2) we obtain

B A r N (r—q\ r \/T , 1
t"(<i+1r—q> ( ‘q >) V 290 —9) M(Hcl(q’m’ﬂ’n)fﬂ?)'

Observe that

( ‘ ”)’ (”—q)q_(l_'n>’ (H"")q m
A1r—q q ) (A+1)(Ag+m) Aq 2M(A+1)g

and
7 L4+1 1 as
~ — — 00.
Vagr—g) " V20 g ©1

Assume that ¢ is large enough to guarantee m?/2A(J + 1)g < 1. We set

mz n
1 (1 - 21().+1)q)

Vi

It also follows that

f(n)=

A+1 1
ZLrl - mf(n) <1 + CZ(qs m, X)”)q) .

An integral equation for the gamma function (Knuth, 1973) yields that for all o« > —1
e 1 [ 1

/ xe Pv*do=— / e 't*dt=—T(a+ 1) 3)
0 0 X

xoc

By setting 1/s=1 — m?/2A(/ + 1)q and x=Ins it follows that

% | g-vhs 1

b dy= — dy=—(Ins) ™ 'T'(x+1), 4
o= [ S dv= e )
and in particular, we get (1/,/g)(In s)~12/n for a = — % Euler’s summation formula
(Knuth, 1973) can be applied to approximate ), ., _, f(k)
n 1 n
> f(k)=/ f(y)dy—i(f(n)—f(l))Jr/ Bi({yDf'(y)dy, (5)
1<k<n 1 1

where Bi(y)=y — 1 and {y}=y — | y]. Observe that f(n)=o0(1) as n — oo and
by identity (4), [~ f/(»)dy=o(f;" f(»)dy) for any o> — 1 as ¢ — oco. The
proof follows by identities (4) and (5), and noting that Ins ~ m?/(2A(/ + 1)g) and
S th~(A+1)mas qg—oco. [

n=1

3. Related problems

For a coin with head to tail probability ratio 4/t =1/4, the probability of encoun-
tering the head to tail ratio 1 to 4 is one and the expected time it takes is infinite
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(Feller, 1968). On the other hand, to reach other ratios, e.g., ¢/(1g + m), m > 1, we
get that the probability P(T < co)=F(1) ~ (A+1)/(m+2+1) as ¢ — oo by Theorem
1; thus, it is possible to never encounter the given ratio. We restrict our investigations
to cases where the event of encountering the ratio actually happens and determine
the expected value and standard deviation of 7 provided T < oo, i.e., we deal with
E(T|T <o) and o(T|T < 00).

A related problem is to determine the expected number of times the given ratio is
encountered. For this problem, we consider the unconditional setting, that is we include
the possibility of no encounter. It turns out that this problem can be reduced to the
calculation of F(1), for U(1) — 1 can be interpreted as the expected number of times
that the given ratio is reached in infinitely many trials (Feller, 1968). In fact, ¢, can be
viewed as the expected value of a random variable which equals 1 or 0 according to
whether the ratio is or isn’t reached in the nth trial. We note that U(1)—1 ~ (A+1)/m
as ¢ — oo by the proof of Theorem 1.

Theorem 2. Given a coin with head-to-tail probability ratio 1 to A with integer 4 = 1.
For every fix integer m > 1, the conditional expected time it takes to reach the ratio
q/(Aq +m) is asymptotically equal to (A(A+1)*/m(m+ i+ 1))g* as g — oo provided
ged(g,m)=1. Its standard deviation is asymptotically equal to

MA+T1? 2m4a+1 ,
m(m+ A+ 1) m T

Remark. If m=A=1 and ¢ — oo then the expected time and its standard deviation
are asymptotically equal to 4¢%/3 and 8¢?%/3, respectively.

Proof of Theorem 2. The proof is similar to that of Theorem 1 in which we calculated
F(1)=1 — 1/U(1). For F'(x)=U’(x)/U*(x), the conditional expected value can be
determined by taking

F'(1) 1 o
F -~ FOUA 2 (G Da+mnty.

Accordingly, we set

m2

1
f("):ﬁ (1 T2+ 1)

) (A4 g +m)yn, a=1,

and keep the definition of s in identity (4). Note that

U'(1) N //1+1L(lns)73/zr(§)wA(/l+1)2q
(A+1)g+m 2m \/q 2 m

The proof can be concluded by applying identities (4) and (5). I
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The asymptotic relation for the standard deviation also follows by changing the
exponent of # in the definition of f(n) and using (7).

4. Exact calculations

In the previous sections we used asymptotic estimations to determine the limit prob-
ability and the asymptotics of the expected time and its standard deviation of reaching
a given ratio. In this section, we use a generating function based method to exactly
calculate these quantities. We note, however, that these methods do not seem to help
in obtaining the limits given in Theorems 1 and 2.

We can use generalized hypergeometric series to carry out some of the calcula-
tions. Although we derive the probability generating function, F(x), of reaching the
given ratio in n steps for the first time implicitly only, hypergeometric transformations
will enable us to calculate all relevant quantities in terms of hypergeometric series. In
particular, the rules of differential calculus for hypergeometric series (Graham et al.,
1994) come handy in determining derivatives of F(x) as the derivatives of hypergeo-
metric series can be expressed in terms of other hypergeometric series. We note that
the underlying hypergeometric series are convergent in the applied cases.

A large class of sums can be expressed as hypergeometric series in a canonical way.

In particular, hypergeometric series have great relevance in dealing with sums involving
binomial coefficients and binomial coefficient identities. Recent developments regarding
symbolic and algebraic manipulations of indefinite and definite sums of hypergeometric
terms might offer surprising simplifications for these sums.
Example. We study the problem of reaching the head to tail ratio % for a balanced
coin. We set U(x)=1+ 2 1(3: )(x/2)*" to obtain the probability generating function
F(x)=1—-1/U(x). For the conditional distribution of 7" we get P(T=n|T < c0)=
P(T =n)/F(1), and for the conditional expected time

_FQ) u'(1) 6)
F(1) uyu)—1y
We take E(T?|T < o00) =372 n*P(T =n| T < co) which can be computed by apply-

ing the identity Y .2 n?P(T=n|T < co)x" = (x*F"(x) + xF'(x))/F(1). This implies
that

E(T|T < c0)

1" /1 /1 2
e <o PO (55)

for its standard deviation.
We can rewrite the binomial sum U(x) in its hypergeometric form. The term
t,=("") (%) is hypergeometric in n, for

i _ (Bn+3)3n+2)3n+1) ({)lﬁ ({)3 (n+1)(n+2)
T o+ 2)2n+ D(n+ 1) \2/) 22 (n+ 1) (n+1)

2



T. Lengyel| Journal of Statistical Planning and Inference 101 (2002) 203-210 209

is a rational function of n. Thus

1/3,2/3| ,x\333]  cos(3arcsin(34/3x3))
ve=r | (3) 5= NI (8)

It follows that the probability of reaching the ratio % is

1 - <2F1

We also obtain 5.683 for the expected time by (6) and (8), and 5.976 for the standard
deviation by (7). Note that U(1) — 1 ~ 1.342 implies that the ratio % is reached 1.342
times on the average.

In some special cases, similar to the one in the Example, the hypergeometric series
can be converted into other functions often involving simplifications and simple or
special functions. In general, the theory of hypergeometric summations might offer
further insight in terms of closed forms. Unfortunately, the sum quv:] t, cannot be
expressed as a linear combination of a fixed number of hypergeometric terms according
to Gosper’s algorithm (Petkovsek et al., 1996). It does not exclude the possibility of
conversion to special functions, yet for more involved examples it might be difficult

)

~ 0.573.

1/3,2/3
12

to find a simple form for U(x). However, we can use a simplification to avoid direct
differentiation seen in the Example. This is accomplished by the following:

Theorem B (Graham et al., 1994).

d a,a,...,a P

— | »f4 iE :Hclizla pFy

dx bi,ba,...,b, j=1b;
The actual calculations in order to determine P(T < c0), E(T|T < o0), and

(T |T < o0) can be carried out by applying Theorem 3 to (1), (6), and (7) with
x=1.

a+lLa+1,...,a,+1

Xl .

by+1,by+1,...,b,+ 1

Theorem 3. Given a coin with head-to-tail probability ratio 1/A with integer 4 > 1.
We set p= Aq+m with an integer m (m = 1 and gcd(q,m)=1), ¢=(1/(A+1))1(A/(1+
1))?, and d =c(q+ p)?tP/q1 p?. The probability generating function, F(x), of reach-
ing the ratio q/p in n steps for the first time is F(x)=1—1/U(x) with hypergeometric
series

1 g+ p—1
q+p 7 q+p
1 g—1 1 p—1

U(x):q+p—1 Fq+p—2 dxq“’

5 ey

g q p P
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We also have

q+p
U'(x)=x1""""(q + p)c
q

I —1
+1,., 00y

g+p 7 q+vp

Xgtp—1Fqtp-2 dx?r
q—1 1 p—1
-+1,...,—+1L—4+1,...,—+1
q q p p
and
U'(x
U =(g+ p- 1T
2g+ p)
2@ P=2(g + pye
2q
1 —1
LI S b A
qg+p qg+p
Xg+p—1Fg1p—2
qg—1 1 p—1
LI SN S L S G|
q q p p

Note that all these hypergeometric series have radii of convergence exceeding one.
We omit the proof of Theorem 3 which is a straightforward application of Theorem B

and binomial identities.
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